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Abstract— Machine learning (ML) has various applications, including the ability of software to predict and analyze 
results more correctly without explicit instructions, identify the best ways to automate tasks, enhance processes, and many 
other things. The Random Forest (RF) model has been proven to perform well and has applications in many different 
sectors, but current research suggests that there is still room for improvement. It is the most well-known and often used 
machine learning technique. There is still room for development with the RF model. In this paper, the researchers provided 
an optimization algorithm (WOA) to enhance and improve the accuracy of the Random Forest Algorithm on a UNSW-
NB15 Intrusion detection dataset. It achieved an accuracy of 97.14% with the hybrid algorithm compared to the traditional 
algorithm of 94.79%. Furthermore, the recall scores for the proposed algorithm and traditional RF were 95.80% and 
92.26%, respectively, while the precision scores for MWOA-RF and traditional RF were equal at 1.000. It indicates that 
the suggested method performed better at correctly identifying positive cases and had a lower rate of false negatives 
recognized. Lastly, The F1-Score given by the MWOA-RF is 0.9785 compared to the F1-Score of the traditional RF, 
which is 0.9597, which signifies that the proposed MWOA-RF performs better for classification and is the better model 
of the two since its value is closer to 1. 
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I. INTRODUCTION 
Today, the complexity and interconnectedness of 
technologies are growing. [1] the majority of devices, 
machines, and everything we use now produce data due 
to the digitalization of society. These advancements 
have already made significant impacts in this era. In 
fact, [2] states that technology may also be an immense 
source of the future. This means the role of technology 
in shaping the future is vast, and one particular area that 
holds significant influence is the development of 
machine learning-related technologies. Machine 
learning induces self-learning in computers without 
explicit programming. 

Nowadays, there are many uses for machine learning 
(ML), such as software programs that can predict and 
analyze outcomes more accurately without having to be 
explicitly instructed to do so or find the most effective 
solutions to automate jobs, improve procedures, and 
many more. Several of the best learning algorithms are 
random forests [3]. Moreover, the Random Forest 
Algorithm is the most popular and commonly used 
machine learning algorithm [4]. 

Although the Random Forest (RF) model has been 
shown to perform well and has applications in many 

different fields, ongoing research suggests that there is 
still room for advancement. The RF model still has space 
for improvement, despite its high performance and 
widespread application. [5] [6] iterates that the biggest 
drawback of random forest is that it can be too sluggish 
and inefficient for real-time forecasts when there are 
many trees. This might be incredibly challenging if the 
model is used in fast-responding applications, such as 
real-time data processing or online systems. 

Additionally, [7] states that models created using a large 
number of trees encode more complexity than those 
created using a small number of trees. This means that a 
possibility of sizeable random forest models may overfit 
the dataset they were trained on. Hence, classification 
algorithms such as Random Forest still suffer from 
overfitting. As mentioned by [8]. the over-fitting 
problem is addressed using Random Forest classifiers by 
modifying its hyper-parameters and analyzing the 
results. Poor hyperparameter tuning might lead to an 
overfitting phenomenon, and that affects the 
performance of the model, such as its classification and 
feature selection, thus leading to problems for 
optimization; therefore, the hyper-parameters of the 
algorithm need to be tweaked to prevent overfitting in 
Random Forest [9]. 
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Some developments may help increase the RF model's 
general efficacy and applicability across various areas. 
Current approaches for enhancing and solving the 
problems of traditional algorithms are using 
optimization algorithms; optimization requires a global 
iterative search algorithm. This approach has been seen 
in the study of [10]. While other approaches are being 
made to enhance traditional algorithms, this study 
proposes using the Whale Optimization Algorithm 
(WOA), which is presently used to optimize problems 
and is being developed to achieve a significantly more 
accurate result. 

 It is also integrated with several algorithms to assist 
other algorithms in generating even improved 
performances. Since overfitting, optimization, and 
feature selection are the three particular challenges with 
the Random Forest technique addressed in this study, 
this paper suggests using the Random Forest method 
combined with the Modified Whale Optimization 
Algorithm (WOA) to address these issues. 

In order to address these issues, the study suggests an 
approach that combines the strengths of the Random 
Forest algorithm and the Modified Whale Optimization 
Algorithm (MWOA).  

By utilizing the MWOA's optimization capabilities, the 
Random Forest model may achieve better 
generalization, improved parameter settings, and 
enhanced feature selection, ultimately producing more 
accurate and effective predictions. 

1.1 Statement of the Problem 
The following problems were found in the traditional 
Random Forest: 

a) Large random forest models may overfit the 
training dataset, yet with fewer trees in the random 
forest when the model is not complex enough. It 
could not function efficiently, raising the 
optimization problem. 

b) Random forest model is prone to improper tuning in 
terms of its hyperparameters that tend to 
underperform for classification and prediction 
tasks. 

c) The random forest feature selection does not show 
the actual relevance of the predictors for large data 
sets that may overfit. 

1.2 Objectives of the Study 
a) The intention of reducing overfitting issues and 

enhancing models by using modified WOA and 
Random Forest. 

b) To modify the Whale Optimization Algorithm for 
hyperparameter tuning of Random Forest to offer 
potential improvements to RF and help increase the 
model's generalization performance and accuracy 
using a modified approach by determining the ideal 
hyperparameter settings. 

c) To make precise predictions on unobserved data 
and modify the feature selection by incorporating 
the modified Whale Optimization Algorithm 

II. RELATED WORKS 
2.1 Random Forest Algorithm 
Random forests are machine learning models that 
combine the results from a series of regression decision 
trees, or "forests," to create output predictions [11]. This 
works by assembling a group of decision trees into a 
"forest" during the training stage. Each decision tree is 
independently trained on a random portion of the 
training data, and a random subset of characteristics is 
considered at each split point.  

The main practical advantage of utilizing Random 
Forest is that it automatically corrects for decision trees' 
ability to overfit their training set. In most cases, 
Random Forest's accuracy can be maintained even when 
some data is absent [12]. Not only that, but the 
advantage of the Random Forest method is its capacity 
to analyze big datasets with a higher spatiality [4]. 

According to [3] ensemble learning methods like 
random forests are well-suited for medium-sized to big 
datasets.  

A random subset of features is then examined to find the 
best one, and due to the enormous variation created by 
this, the model is generally better. However, according 
to [13], the number of features is the single factor 
influencing the model complexity in a random forest. 

As a result, if a particular feature has a high correlation 
with the dependent variable, it can be divided into 
numerous bins, and each bin will then receive its own 
tree, therefore, causing it to overfit because when there 
is a highly significant association between a dependent 
variable and a feature, overfitting occurs. This means 
that irrelevant traits could still cause harm to Random 
Forest [14]. 

https://uijrt.com/


63 

  
 

 
All rights are reserved by UIJRT.COM.    

United International Journal for Research & Technology 
 

Volume 04, Issue 08, 2023 | Open Access | ISSN: 2582-6832  

Therefore, according to [15], it can be deduced that 
Random Forest still needs to have its performance 
optimized for using datasets. Although Random Forest 
is a strong and flexible algorithm, its performance can 
be enhanced for particular datasets and use cases to 
increase accuracy, interpretability, and overall 
effectiveness. There are recent studies of enhancing 
Random Forest Algorithms with the use of other 
techniques. 

In the study by [16], they improved Random Forest by 
merging it with three other Feature Selection approaches 
(Chi-Squared, Random Forest (RFI), and Linear 
Correlation (LC) Filter) and a resampling method 
(Random OverSampling (ROR)). Results show that the 
suggested method outperforms RFA for both datasets, 
with improvements in R2 values of 69.50%, 65.57%, 
and 69.40% for QUES and 31.90%, 44.94%, and 
51.81% for UIMS, respectively, using chi-squared, RF, 
and linear correlation filter approaches. However, the 
study can be further developed by including additional 
datasets, different ML, FS, and resampling approaches, 
and various prediction accuracy metrics. Other studies 
use different algorithms, such as the study by [17], 
which uses reinforcement learning to improve the 
performance of the Random Forest algorithm that, 
according to the data, produced the suggested strategy, 
performs better with lower error measures and enhanced 
accuracy of 92.2%. 

In addition, the study by [18] uses Principal Component 
Analysis (PCA) and Random Forest together to assess 
the condition of hydrogen fuel cells, and the results of 
the study demonstrate that the mentioned algorithm 
performs better than alternative techniques. When a 
model is being tweaked, machine learning turns from 
science to trial and error since the ideal hyperparameters 
are frequently difficult to anticipate in advance. Herein 
lies the significance of hypertuning and optimization of 
random forests [19]. In fact, according to [20], the 
Bayesian optimization technique is then used to 
optimize the Random Decision Forest classifier model 
to find the best hyper-tuned parameters. The critical 
phase in the development process of a machine-learning 
model is hyperparameter tuning, which can increase the 
model's accuracy [21]. 

Moreover, [30] enhanced the functionality of the 
Random Forest (RF) model using six metaheuristic 
optimization techniques, and plenty more studies are 
now using metaheuristic algorithms to improve 

traditional algorithms such as Random Forests. Studies 
like those conducted by [22] utilize better Artificial Fish 
Swarm in conjunction with Random Forest 
improvement to forecast the medial knee contact force, 
producing a Pearson correlation coefficient of 0.970. 
This shows that the suggested model can correctly 
determine the causal connection between the inputs and 
results. Another hybrid algorithm that combines classic 
and metaheuristic techniques, like [23] application-
specific clustering in wireless sensor networks, employs 
a combination of the fuzzy firefly algorithm and random 
forest. These are some examples of hybrid algorithms 
that improve conventional algorithms and might be 
useful for enhancing performance. 

2.2 Whale Optimization Algorithm 
The process of iteratively increasing a machine learning 
model's accuracy and reducing its level of error is known 
as machine learning optimization [24]. It trains the 
model iteratively through optimization, which yields an 
assessment of the maximum and minimum functions 
[25]. According to [26], the Gradient Descent Algorithm 
and its derivatives, the Stochastic Gradient Descent and 
the MiniBatch Gradient Descent, are widely used 
iterative approaches for solving optimization issues in 
machine learning. One innovative method for handling 
optimization issues is the Whale Optimization 
Algorithm (WOA). 

The whale optimization algorithm is a swarm-based 
intelligence optimization algorithm with a strong global 
search capability thanks to its distinctive search 
methodology [27]. According to [28], it has been 
demonstrated that this algorithm performs as well as or 
even performs better than some of the existing 
algorithmic strategies. [29] state that the Whale 
Optimization Algorithm (WOA) has produced better 
outcomes compared to other algorithms. The outcomes 
demonstrate how effective and reliable the WOA is. 
However, like all other algorithms, there are also 
drawbacks when it comes to WOA.  The basic whale 
optimization method has the disadvantages of search 
stagnation, simple local optimum entry, slow 
convergence, and low calculation accuracy. According 
to [30], to overcome the shortcomings of the original 
WOA, including delayed convergence, stagnation at 
local minima, and poor stability, a study was developed 
as modified whale optimization based on multiple 
strategies, known as MSWOA. This statement was 
supported by [31]. 
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An improved whale optimization algorithm (IWOA) 
was also presented in response to the limitations of the 
whale optimization algorithm (WOA), including its 
slow convergence speed, poor accuracy, and propensity 
for local optimum [32]. To overcome the shortcomings, 
the study of [33] suggested using the new whale 
optimization algorithm (HMNWOA). The original 
method's ability to do global searches is carried over into 
the suggested approach, improving the population's 
quality, exploitation potential, and convergence speed. 
Therefore, whale optimization algorithms are now being 
used to optimize and enhance many studies and other 
algorithms. [34] states that various types of research 
have been conducted on WOA. 

According to [35], in 5 areas and 17 subfields of diverse 
engineering domains, WOA-based methodologies are 
used. There has been 61% effort on WOA technique 
modification, 27% work on hybridization, and 12% 
work on multi-objective variations. Another study from 
[36] proposed a hybrid SA-WOA algorithm that 
simulated the annealing (SA) algorithm, which was 
added to the process by examining the most promising 
regions found by basic WOA in order to improve the 
utilization of WOA. The study’s experimental findings 

support the effectiveness of the suggested strategies in 
increasing classification accuracy when compared to 
other wrapper-based algorithms. 

III. METHODOLOGY 
The proposed enhancement for the existing algorithm 
is illustrated in Fig 3.1 

 
Fig 3.1. Overall Diagram of the Methodology 

Figure 3.1 above shows the summary of the entire 
methodology of this study. First, the process begins with 
data preprocessing, where techniques such as label 
encoding, and data cleaning are performed. Second, the 
dataset was divided into training and test data. The 
proposed MWOA-RF applied the hyperparameter 
tuning and optimization and, lastly, the classification 
and evaluation of the existing and proposed algorithm. 

3.1 Data Preprocessing 
One of the methodologies used is data preprocessing, an 
essential step in the pipeline for data analysis and 
machine learning. According to [37], preprocessing 
entails putting raw data into a form the model can 
understand. 

Table 3.1 Number of records in training and testing subsets for each class 

The data used in the study is a dataset for network 
intrusions named UNSW-NB15. It has nine attacks, 
including worms, backdoors, DoS attacks, and fuzzers.  

Raw network packets are included in the collection. 
175,341 records make up the training set, while 82,332 
records from the attack and normal types make up the 
testing set out of the initial 2,218,761 records. The 

researchers used the UNSW-NB15 training and testing 
subsets that [38] published and made. 

The researchers also performed Label Encoding, a 
technique for numerically representing categorical 
variables. It gives each category in the feature/column a 
distinct integer value. The algorithm uses this to identify 
the categorical features in the training set. Encoding of 
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categorical features for training and testing set is applied 
using Label Encoding. 

3.2 Data Cleaning 
Data was cleaned by locating and fixing problems, 
including missing values and noisy data. Rows within 
the dataset containing redundant values and data are also 
removed from the data frame. his eliminates the data's 
inconsistencies and impurities, making it more efficient 
when performing analysis within the dataset [39]. 

3.3 Dataset 
The dataset used was divided into two parts, the training 
and testing dataset. The training dataset was used for the 
Traditional Random Forest and for tuning 
hyperparameters through the Modified Whale 
Optimization Algorithm (MWOA). 

 It was tested using a validation dataset with the optimal 
parameters. A testing dataset provides a neutral 
assessment of a finished model. This evaluates the 
performance and progress of algorithms’ training and 

adjusts or optimizes it for improved results [40]. 

3.4 Traditional Random Forest Algorithm 
The first stage in comparing the accuracy and 
performance of the traditional Random Forest 
Algorithm to the experimental approach that this study 
wants to propose is to run the traditional RF on the 
UNSW NB-15 dataset, which was split into two 
partitions. This approach allows for a rigorous 
assessment of the algorithm's precision and reliability, 
providing a baseline for comparison to the study's 
proposed experimental approach. 

After preparing and splitting the data, the researchers 
will perform the usual data preprocessing technique by 
encoding categorical features on training and test 
datasets. This process aids in cutting down on overfitting 
and computing complexity. 

The researchers then set the hyperparameters for the 
Random Forest algorithm's initialization, including the 
number of trees in the forest (n_estimators), the number 
of features that can be split into as many categories as 
possible (max_features), and the reproducibility seed 
(random_state). By fitting the data to the algorithm, train 
the Random Forest model with the training set. In this 
step, decision trees are grown, the best splits are chosen, 
and an ensemble of trees is constructed. Using the test 
set, the researchers assessed how well the trained 

Random Forest model performed. To evaluate the 
model's performance in producing predictions, compute 
several evaluation metrics like accuracy, precision, and 
recall. These measurements aid in determining the 
model's advantages and disadvantages and, if necessary, 
serve as a guideline for modifications. 

3.5 Modified Whale Optimization Algorithm 
The modified whale optimization algorithm used in this 
study utilizes improved areas. Mainly, they are the 
population size, cooperative behavior, exploration and 
exploitation, number of iterations, and modified fitness 
equation attuned for the Random Forest algorithm. 
MWOA was first used in the training dataset to find the 
optimal hyperparameters and later validated using a 
separate testing dataset. 

On the population size multiple whales were used that 
were different from the usual single whale that is 
generally used in the Whale Optimization Algorithm. 
This helped in finding the best solution for the 
parameters. The variety of whale populations used 
presented a wider search area that can be explored and 
much more diverse solutions. 

The fitness function is used for evaluating the 
configuration of the Random Forest based on accuracy. 
Each whale and the number of trees is used to assess the 
performance which was used for optimizing to avoid 
overfitting through hyperparameter tuning. 

The features of the dataset and the selected features of 
the MWOA are defined as the search space for the whale 
to explore. To optimize the efficiency of finding the 
hyperparameters, a modified update equation was used. 
This would balance out the exploration and exploitation 
phase, as to which it dynamically adjusts as it iterates. 
MWOA can effectively direct the search process 
towards promising areas of the search space by 
including more terms and coefficients.  A threshold has 
been set to the 75th percentile in choosing the best 
feature values. These features are identified as 
significant to be chosen. 

The initial population of whales and the number of 
iterations were tested through trial and error. The 
parameters used in finding the best mtry were 30, 35, 40, 
45, 50 iterations, and 15, 20, 25, 30 whales to get the 
best possible combination. Values exceeding those 
numbers result in overfitting, and diminishing returns, 
thus not suited for hyperparameter tuning or initializing 
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the population of whales and iterations for n_estimators, 
the values are set for the whale to randomly explore and 
exploit from a range of 1 to 500 trees. Together with the 
selected features, the whale would then find the best 
n_estimators in terms of accuracy.  The results of the 
whale were used and tested on the modules of Random 
Forest and evaluated using the respective evaluation 
metric. 

3.6 Hyperparameter Tuning of Random Forest 
The optimal parameter results produced by MWOA-RF 
with the best fitness value are applied and utilized in a 
Random Forest Algorithm. This type of study and 
combination is related to the works when the 
introduction of metaheuristics enhances machine 
learning approaches. [41] states that using 
metaheuristics has greatly enhanced the performance of 
machine learning tasks. This will be beneficial in 
determining whether the parameters developed by the 
proposed algorithm (a combination of a metaheuristic 
and ML) may provide improved accuracy and 
effectiveness. 

In applying the parameter results to the Random Forest 
Algorithm, the initial phase is similar regarding data 
preprocessing. Data Loading or importing necessary 
libraries on the IDE along with two datasets that contain 
the training and testing data is conducted. The loaded 
datasets are stored as DataFrames using the variables 
train_df and test_df. As mentioned earlier, the datasets 
for training and testing are inserted into the variables to 
perform data loading. 

Afterward, data cleaning was conducted using the 
dropna() method to remove rows from the training to 
build the classifier and test datasets with missing values. 

Adding LabelEncoder is the next procedure, as it 
encodes categorical features in the training and testing 
datasets. The code uses the select_dtypes() method to 
find the categorical columns in each dataset. It then 
generates a LabelEncoder object and applies it to each 
categorical feature to convert it to a numerical 
representation. Machine learning models often require 
numerical inputs, therefore, this phase is essential. It will 
be applied when encoding categorical features for 
training and testing datasets. 

The features and labels are divided into both the training 
and testing datasets. The code shown below is the 
variables X_train and X_test, which are given the 

features (X), whereas Y_train and Y_test is given the 
labels (Y).  By excluding the last column, it is essentially 
excluding the target variable or the labels from the 
feature set that is why a (‘-1’) indexing is being used to 
select specific columns on the Dataframe. To train the 
machine learning model on the input features and assess 
its performance on the associated target labels, these two 
processes must be separated. 

By partitioning the data, researchers may train the 
machine learning model on certain portions of the data 
and assess its effectiveness on previously unseen data. 
This model is evaluated on how well it can predict labels 
in a testing dataset after learning from the correlation 
between features and labels in the training dataset. This 
may test the model's versatility and capacity to make 
precise predictions in real-world circumstances by 
measuring how effectively it performs on unseen data. 

When the features and labels of both the training and 
testing dataset are separated already, a Random Forest 
classifier will be produced with certain parameters, 
including the number of estimators, the maximum 
number of features, and the random state. To build the 
classifier, the RandomForestClassifier() method is 
invoked with these arguments.  [42] states that Random 
forest hyperparameter adjustment is crucial for the 
overall effectiveness of the machine learning model. In 
addition to that, [43] also states that increasing the 
accuracy of your classification model through 
hyperparameter adjustment will result in more accurate 
predictions overall. Hence, this is where the 
hyperparameter tuning process of the Random Forest 
Algorithm will take place. Here, the best fitness value 
for the optimal parameter results from MWOA-RF will 
be applied and used. 

The parameter results are inserted into the random forest 
classifier's n_estimators and max_features where the 
number of trees in the model's forest is specified by the 
n_estimators parameter and the max_features 
determines the most features that the decision tree will 
take into account when determining the appropriate split 
at each node. This option affects the Random Forest's 
unpredictability and can aid in preventing overfitting. 

While, the n_estimators have experimented using the 
common values from 100, 200, 300, 400 and 500. 
n_estimators greater than 500 resulted in diminishing 
returns and increased the time complexity of the model. 
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When it comes to random state, the researchers utilized 
the integer 42, however, any integer will work besides 
the negative integer. As per the recommendation of [44], 
the random state is set to 42 to achieve consistency in 
training and test data sets and to avoid unpredictable 
behavior every time the program is being run. [45] 
asserted that because random_state is also a 
hyperparameter and may be tuned to get better results, 
this may occasionally produce a noticeable 
improvement in the model's performance. 

Moreover, the models are manually tuned. In certain 
circumstances, it is possible to maintain the random state 
and all other hyperparameters constant aside from the 
one that needs tweaking. After inserting and utilizing the 
hyperparameter tuning process, Training the classifier 
will be the next procedure. By executing the fit() 
function on the classifier object, the Random Forest 
classifier is trained using the training features (X_train) 
and labels (Y_train) wherein the Random Forest 
classifier is trained using the provided training data by 
executing clf.fit(X_train, y_train) where fit is used for 
training a machine learning model. The classifier 
discovers patterns and correlations in the training 
features and their related labels during the training 
phase. 

3.7 Evaluation Metric 
On both the training and testing datasets, predictions are 
made using the trained model. To determine assessment 
measures like accuracy, precision, and recall for both the 
training and testing sets, the projected labels are 
compared to the actual labels. The variables 
train_accuracy, train_precision, train_recall, 
test_accuracy, test_precision, and test_recall contain the 
evaluation metrics. 

Wherein accuracy, f-1 score, precision and recall are 
equivalent to: 

Accuracy  =  

Precision  

 Recall =    

F-1 Score =    

Where: 

TP = True Positives 

TN = True Negatives 

FP = False Positives 

FN = False Negatives 

Using the sklearn library, F-1 Score and K-Fold Cross 
Validation was utilized. The k-fold cross-validation was 
set to 5 iterations. It will divide the data into folds and 
use accuracy as the evaluation metric. Then, the cross-
validation score would be displayed per fold which 
would tell if the data is overfitting, or underfitting, and 
evaluate the performance of the classifier. 

When the assessment metrics have been printed, the 
creation of a confusion matrix will help provide a 
visualization of correct and incorrect classes and to 
assess the performance of a classification model. 
According to [46], high interpretability can be obtained 
from confusion matrices. Thus, using sci-kit-learn, 
which is a library of machine learning in Python that 
uses the confusion_matrix() function, the researchers 
utilized it and accepted the real labels (y_test) and 
predicted labels (y_test_pred) as inputs producing a 
confusion matrix. Using the seaborn package and 
matplotlib, the resulting confusion matrix is then shown 
as a heatmap. The counts of true positive, true negative, 
false positive, and false negative predictions are 
displayed on the heatmap. 

Table 4.1 Comparison of K-Fold Cross Validation 
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IV. RESULTS AND DISCUSSIONS 
Based on Table 4.1 presented above, MWOA-RF has 
the same k-fold score from the 1st fold to 4th fold with 
a 1.000 score and the only different score is the 5th fold 
with 0.9990 k-fold score.  

The overall average cross-validation score for the 
proposed MWOA-RF is 0.9998. However, the 
traditional Random Forest scored 1.000 on the fold 1, 2, 
and 4 scores and 0.9897, and 0.9745 on folds 3 and 5 

respectively. The overall average cross-validation score 
for the traditional RF is 0.9864. 

The results suggest that MWOA-RF is slightly more 
stable compared to the latter though RF itself is robust. 
It can also be deduced that the MWOA-RF performs 
well across different parts of the dataset.  

The fold 5 score of Random Forest suggests that there 
could be a potential for minimal overfitting as the fold 
iteration progresses. 

Table 4.2 Comparison Results of Accuracy on Proposed MWOA-RF and Traditional Random Forest 

Algorithm Accuracy max_features 
mtry 

n_estimator 
(ntree) 

MWOA-RF 97.14% 11 213 

Random Forest 94.73% 7 300 

As shown in Table 4.2, the proposed MWOA-RF 
produced an accuracy of 97.14% using the max_features 
of 11 and n_estimators of 213 which achieved a better 
result compared to the Traditional RF algorithm. On the 
other hand, the traditional RF produced an accuracy of 
94.73% using the common default max_features and 
n_estimators which is lower yet still a decent accuracy 
in terms of classification. This suggests that the 
MWOA-RF with its properly tuned hyperparameters is 
more suitable in performing classification tasks with 
large datasets. 

Table 4.3 Comparison Results of F1-Score on 
Proposed MWOA-RF and Traditional Random Forest 

Algorithm Precision Recall F1-Score 

MWOA-RF 1.000 0.9580 0.9785 

Random Forest 1.000 0.9226 0.9598 

It can be seen in Table 4.3 that the precision scores for 
MWOA-RF and traditional RF were equal with the 
value of 1.000, while the recall scores for the proposed 
algorithm and traditional RF were 0.9580 and 0.9226, 
respectively. This implies that the proposed algorithm 
demonstrated a lower rate of false negatives classified 
and was more effective in correctly detecting positive 
instances. Due to that, the features chosen for the 
proposed MWOA-RF are preferable in demonstrating 
the relevance of the features or the predictors. 

The F1-Score given by the MWOA-RF is 0.9785 
compared to the F1-Score of the traditional RF, which is 
0.9598, that signifies the proposed MWOA-RF 

performs better for classification and is the better model 
of the two since its value is closer to 1. 

V. CONCLUSIONS AND RECOMMENDATIONS 
5.1 Conclusions 
The Random Forest Algorithm is considered prone to 
overfitting, improper tuning in its hyperparameters and 
problems for optimization, and feature selection 
relevance to the classifier leading it to suboptimal 
classification and performance. To address these 
existing problems on Random Forest, the researchers 
enhanced the following: 
a) Common default parameters of the existing 

algorithm were not optimal when using large 
datasets. Hence, the researchers introduced the 
modified whale optimization algorithm, set the 
fitness function, and integrated it with the accuracy 
module of the Random Forest Classifier, which is 
capable of finding the optimal hyperparameters to 
properly tune the algorithm, which minimizes and 
solves the overfitting which shown in the k-fold 
cross-validation method. 

b) The suboptimal performance in terms of the 
classification of the existing algorithm is also 
caused by its hyperparameters, especially when it is 
too high or too low. To address this, the researchers 
used the proposed algorithm with its modified 
update equation to search for the best n_estimators 
and max_features. It improved the classification 
accuracy and performance of the existing 
algorithm. Additionally, it solves the time 
complexity of trial and error when using the 
existing algorithm. 
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c) Furthermore, the existing algorithm features have 
the potential to not show the actual relevance of its 
features to the classifier. Thus, the researchers 
utilized the proposed algorithm to search for the 
best choice of features which showed optimum 
results through its F-1 Score, precision, and recall 
that suggests it can effectively classify the normal 
and malicious instances from the dataset binary 
classifier using the given set of features. 

5.2 Recommendations 
The researchers recommend the use of the proposed 
algorithm for other problems or data that need 
classification tasks, anomaly detection, and feature 
selection. In addition, the researchers recommend using 
the proposed algorithm on multiple large datasets to test 
its performance further. Also, the researchers suggest 
using other optimization techniques and approaches to 
develop the algorithm and evaluate it against those 
existing algorithms that are adept at handling 
classification tasks. 
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