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Abstract— Due to the noisy nature of social media content, and the rapid propagation of fake news, the identification and 
detection of false information become a challenging problem. In recent years, several studies propose to use content based 
text representation approaches to automatically detect fake news as early as possible before being propagated into social 
Medias. However, fake news has a different stylistic nature of writing, and attempting to capture its various unique 
features may help us improve detection rather than focusing solely on text representation. In this study, we propose to 
hybrid stance-based features (Page score, headline to article similarity and headline to headline similarities) with the 
previous text representation lexicon based detection. To build the detection model, we used three machine learning 
algorithms: Logistic regression, Passive Aggressive and Decision tree. The proposed approach is evaluated using a newly 
collected Amharic fake news dataset from Facebook. Our experiment results show that the hybrid features (lexicon-
stance) are capable of improving the previous lexicon based detection results up to 4.1% accuracy, 3% precision, 4% 
recall and 4% F1-score using passive aggressive algorithm. In addition, the hybrid feature improves the area under curve 
from 0.982 to 0.995 by reducing the false positive rate by 4% and improved the true positive rate by 4.4%. Furthermore, 
we found that Page score, out of the proposed stance features included, has contributed the most to the improvement of 
lexicon-based fake news detection. 

Keywords— Content-based detection, Stance-based detection, Lexicon-based detection, text representation approach, 
Fake news. 

I. INTRODUCTION  
Obtaining news information has become considerably 
easier and more comfortable thanks to the Internet and 
social media. Because of the tremendous growth of 
information available online, distinguishing between 
real and misleading information is becoming 
increasingly difficult, culminating in the problem of 
fake news. Detecting fake news on social media can be 
a tedious task mainly for two reasons. First, it is 
extremely time consuming to validate suspicious news 
and to look for verified evidences. The second reason is 
the content of the posts from social media are normally 
very noisy without enough information to easily verify 
their credibility. As the issue is a worldwide and global 
challenge, various researches are being conducted. The 
majority of automatic fake news detection research, 
however, is focused on resourceful languages such as 
English; nonetheless, detecting false news in non-
resourceful languages such as Amharic is still in its early 
stages. 

Many researchers have worked on a fake news detection 
system that automatically determines whether any 
content stated in the article contains false information. 
In a broad sense, the forms of their research are carried 
out using a method that connects the linguistic pattern of 
news to deception and verifies deception by utilizing 
external knowledge. Previous studies that applied a 
content-based approach for fake news detection mostly 

focused on text representation (data representation) 
analysis, in which deception is identified by analyzing 
individual and semantic n-gram word frequency [9] [10] 
[2]. Lexicon-based detection is a text representation 
technique in which news articles are stored as a vector 
by counting the words in the news article in order to 
analyze which words are more frequently repeated on 
the false news article and which words are more 
frequently repeated on the authentic news article. This 
method is simple and quick for detecting fake news, but 
it does not take into account the news’s various unique 

writing style. Fake news is written by the majority of 
people who are not journalists- that being said, the style 
of writing can vary [11]. It has a distinct writing style 
than actual news, thus it’s up to the researchers to 

discover and study the differences. Several researchers 
looked into and extract the news’s different stylistic and 
hand-crafted features using feature engineering 
mechanisms. Stance analysis is also another form of 
extracting news features that examines the news’s 

similarity and difference or stance towards other news 
or parts of the news [12]. In this study, stance refers to 
how similar one news article is to another in terms of 
word frequency, or how similar one news headline is to 
its news body, or what the author’s position is on fake 

news topics. 

In this study we developed a hybrid lexicon-stance 
based approach, which combines the lexicon-based and 
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stance-based analysis to better comprehend and analyze 
the stance feature effect on the identification of false 
news, as an extension to the prior text representation 
(lexicon based) approach, which ignored some unique 
news writing characteristics. We used Author (the 
person who posted the news), Headline (the title of the 
news), and Article (body of the news) as news attributes. 
To improve performance, the ’Article’ attribute is 

extracted from text representation analysis (lexicon 
based detection) and combined with the proposed 
stance-based features extracted from the ’Author’ and 

’Headline’ attributes of the news. We proposed a 

hypothesis for generating a weight (score) for each 
author who posted the news for the author attribute. The 
idea is that people who have spread inaccurate 
information in the past are more likely to spread false 
information in the future, likewise users who have 
spread real information in the past are more likely to post 
authentic news in the future and we construct a grading 
system to account for this. The generated score for each 
authors shows the position or stance of the author 
towards fake news topics. The headline attribute of the 
news is extracted via known stance analysis, which 
examines the similarity of various news headlines and 
headline-article similarity of the news. Furthermore, we 
investigated the effect of incorporating Amharic stop 
words at the preprocessing stage on the performance of 
fake news detection, as researches have shown that stop 
words can have a positive impact on fake news detection 
[13] for resourceful languages such as English. As far as 
we are aware, there is no publicly available Amharic 
fake news dataset. So, in order to complete this research 
and encourage other researchers to study and investigate 
this topic further, we have compiled a new set of labeled 
Amharic news datasets. 

II. RELATEDWORK 
Despite the fact that there are various definitions and 
interpretations for the phrase ”fake news,” the most 

widely accepted meaning is fake news refers to a 
specific type of disinformation: It is false, it is intended 
to deceive people, and it does so by trying to look like 
real news [11] [15]. Two major findings can be noted 
using the aforementioned definition. First, there is the 
element of news that contains misleading information, 
and then there is the part of news that is structured to 
deceive consumers. According to researches fake news 
can be in different forms and types, the most common 
include [16]: satire, parody, fabrication, image 
manipulation, advertising, and propaganda. Satire: 
which is the style of writing that exposes real-world 
individuals or organizations in a humorous style usually 

by the treatment of irony. Parody: focuses on the 
ludicrousness of an affair and highlights them by 
producing untrue news stories instead of stating 
comments in a humorous oriented style. Fabrication: in 
this case the author or producer of an item is often 
intentionally trying to misinform the interested 
individuals. Image Manipulation: refers to the 
manipulation of an image either on smaller or greater 
scale to confuse and mislead people. Advertising: false 
information is formed in order to characterize or 
promote advertising materials and it is usually for 
financial gain. Propaganda: it is a way of deliberately 
affecting public opinion and consciousness for the 
government advantage or particular organization. 

Fake news detection evaluates the truth value of a news 
piece, it tries to identifies whether an opinion claim in 
the article contain fake content or not. Even if there are 
many expert based and crowd sourced manual fact-
checking websites nevertheless, manual fact-checking 
does not scale well with the volume of newly created 
information, especially on social media. As a result the 
research got an attention from different researchers on 
automatically identifying fake news and various works 
have been done. Fake news detection require two 
important procedures which are feature extraction and 
model construction. In feature extraction, we capture the 
differentiable characteristics of news pieces to construct 
effective representations; based on these 
representations, we can construct various models to 
learn and transform the features into a predicted label. 
When we deal with capturing and analyzing the various 
characteristics of news and construct its representation, 
currently fake news detection approach can be divided 
into three main categories. Content (linguistic cue), 
social context based, and propagation based approaches.  

Content-based approach: which are used in the majority 
of works on fake news detection, rely on linguistic 
(lexical and syntactical) features that can capture 
deceptive cues or writing styles [8]. In this approach the 
content of deceptive messages is extracted and analyzed 
to associate language patterns with deception [4] [5] 
[17] [6]. These features can be analyzed based on text 
representation, stance analysis, syntax, discourse 
analysis and other stylistic hand crafted features. The 
advantage of this approach is not requiring external data 
or knowledge, dependent on the dataset content only and 
to detect bogus news at an early stage before it is spread 
on social media. The drawback of this method is the 
performance of each used linguistic feature in terms of 
detection differs from language to language. 
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Network-based (social context) approach: Unlike 
content based approach network based are not rely on 
deceptive language and leakage cues to predict 
deception. This method used network properties and 
behavior to analyze news misinformation. 
crowdsourcing was used to identify the fake news which 
network information, such as message metadata or 
structured external knowledge network queries can be 
harnessed to provide aggregate deception measures [7] 
[14]. This method is crucial for the future of fact-
checking approaches. With the help of outside sources, 
news items can be fact-checked by assigning a”truth 

value” based on the context. However the approach 

requires an existing body of collective human 
knowledge to assess the truth of new statements. 

Propagation-based approach: This method aims to 
detect fake news by exploring how news propagates on 
social networks. Researchers believed that fake news 
has a different propagation style on the social media 
compared to real news and analyzing this behavior could 
lead to detecting misinformation on the social network. 
The disadvantage of this approach is that it detects fake 
news after it has spread on social media, and without 
previous information, the method does not work at all. 

In the content-based fake news detection approach, 
features can be extracted based on text representation 
techniques, syntax, discourse analysis, stance analysis or 
hand-crafted features analysis. 

A. Data (text) Representations techniques 
Deception is usually recognized based on data 
representation (lexicon) analysis in content-based 
approaches, according to research. The frequency of 
individual and "n-grams" words is used to detect fraud 
in data format. Researchers employ a variety of text 
representation methods to represent and extract data. 
The term frequency-inverse document frequency, bag of 
words, and word embedding are the three most used text 
representation techniques. The simplest yet efficient 
enough feature extraction method in text categorization 
is the bag of words (BOW), which just considers 
whether or not a recognized word appears in a document 
[19] [4] [1]. The word frequency can be done using an 
N-gram, which is a contiguous sequence of n items from 
a given sample of text or voice in order to grasp the 
semantic aspect of the text [17] [20]. Tf-idf stands for 
term frequency-inverse document frequency is one of 
the most prevalent term-weighting methods today and it 
is a numerical statistic that is designed to indicate how 
relevant a word is to a document in a collection or 

corpus. The lexicon features used in this research are 
derived from bag of words and tf-idf text representation 
model. These text representation models can be used for 
further analysis or for extracting hand crafted features 
[10] [25] [26]. The main drawback of lexicon features is 
lack of representing various unique fake news writing 
characteristics. Fake news is written by the majority of 
people who are not journalists- that being said, the style 
of writing can vary [11]. It has a distinct writing style 
than actual news, thus it’s up to the researchers to 

discover and study the differences. The third text 
representation model is word embedding data 
representation which allows words with similar 
meanings to have comparable representations. Word 
embedding is a type of feature learning that seeks to map 
words from a real-number vocabulary into a low-
dimensional space. It is a distributional representation of 
words with comparable meanings that machine learning 
models can understand [21].   

Daraje Gurmesa develops Afaan Oromo fake news 
detection model by using lexicon TF-IDF data 
representation model [10]. The author collected 752 
datasets and used passive aggressive as a classifier. TF-
IDF with uni-gram words show better accuracy results 
of 97.2%. A deep neural network model for detecting 
fake news in Amharic was built using Amharic fastext 
word embedding as a data representation [1] [3]. A total 
of 12000 Amharic news articles were collected, with a 
detection accuracy of 93.92% found using a 
Convolutional Neural Network (CNN) [1]. Fantahun 
Gereme et al. [3], on the other hand, used an edited 
fastext word embedding representation to find 99.36% 
accuracy in a dataset of 6834 news articles. Another 
study employed TF-IDF as a data representation in 
conjunction with a passive aggressive classifier to detect 
Amharic fake news [2]. The authors gathered 961 real 
news articles and 457 false news articles and discovered 
a 96% accuracy rate. In this research our proposed 
approach (hybrid lexicon-stance features) is compared 
with a state-of-the-art text representation lexicon-based 
approaches. For comparison different works [10], [17], 
[2], [24], [22], [26] are chosen. The authors used lexicon 
(text representation) model to detect and identify fake 
news. 

B. Stance based fake news detection 
Researchers believe that liars and truth tellers 
communicate in distinct ways, so they looked at how 
rumors are written to see whether they could discern the 
difference. In this type of detection mechanism, the 
main focus is on feature engineering. They will fine-tune 
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the features or add new ones in order to increase 
detection accuracy. Stance analysis is one form of 
extracting news features that examines the news’s 

similarity and difference or stance towards other news 
or parts of the news [12][23]. The stance features for this 
research, are derived from three assumptions. The first 
one is, if the newspaper headline is unconnected to their 
body, there is a strong likelihood that the news is phony. 
The other is, fake news have similar headline writing 
style and same for that of real news. If one news headline 
has similar writing style with various fake news headline 
stories in terms of word frequency, then there is strong 
likelihood that the news is fake. The third one is based 
on our proposed hypothesis, which state that people who 
have spread inaccurate information in the past are more 
likely to post false information in the future, likewise 
users who have spread real information in the past are 
more likely to post authentic news in the future and we 
construct a grading system to account for this. The 
generated score for each authors shows the position or 
stance of the author towards fake news topics. 

In this study, stance refers to how similar one news 
headline is to another in terms of word frequency, or 
how similar one news headline is to its news body, or 
what the author’s position is on fake news topics. To 
extract stance of headline towards its news body or other 
news headlines, cosine similarity score was constructed 
between the headline and article feature vectors in order 
to determine their resemblance. Tf-idf and count 
vectorizer feature extraction techniques were used to 
retrieve the vector. After that cosine similarity score is 
applied between the vectors to find the stance features. 
Cosine similarity is a metric used to measure how 
similar the documents are irrespective of their size. 
Mathematically, it measures the cosine of the angle 
between two vectors projected in a multi-dimensional 
space. 

C. Machine learning classifiers 
The selection of appropriate machine learning 
algorithms for recognizing and classifying the collected 
features is another key aspect of false news 
identification. Fake news detection is often a binary 
classification problem, and researchers have employed a 
variety of classification algorithms to find the best 
match for categorization. The most extensively used 
techniques for detecting fake news are supervised 
learning and deep neural networks. Different researches 
employed classifiers such as Nave Bayes, Decision tree, 
Passive-Aggressive, Logistic regression, Random 
forest, XGBoost and support vector machine for feature 

engineering and flexibility purpose in detecting bogus 
news on social media [27] [28] [29]. Because fake news 
is an online-based problem, various researchers chose 
the passive-aggressive classifier, which is an online-
learning algorithm in which the input data comes in 
sequential order and the machine learning model is 
updated step by step [10] [30] [31] as opposed to batch 
learning, where the entire training dataset is used at 
once. For semantic and context data representation, the 
most generally used models in text classification and 
generation issues are the LSTM network, which can 
efficiently capture sequential information, and CNN 
networks, which are effective in categorizing short and 
long texts in a variety of applications. [1] [32] [18] [33]. 
However, for small to medium number of datasets, for 
feature engineering and handcrafted feature works, most 
writers prefer to employ supervised learning classifiers 
rather than deep neural networks. 

III. METHODOLOGY 
From content-based approaches for Amharic fake news 
detection, the proposed methodology combines lexicon-
based (text representation techniques) and stance-based 
features. Fig.1 depicts the steps taken to implement the 
proposed technique. 

A. Data collection and Preparation 
To the best of our knowledge, there is no publicly 
available fake news dataset for the Amharic language, 
so we gathered and compiled our own, with each news 
item containing an Author (the person who posted the 
news), a Headline (the news title) (optional), an Article 
(the news body), and a label of the news (1 for real and 
0 for fake news). To acquire the dataset for Amharic 
false news identification, we targeted the most popular 
and mainstream trustworthy news Facebook sites for 
real news and pages that propagate satire and misleading 
context for fake news. Despite the fact that these real 
pages are assumed to give true news, each piece of 
information was fact checked by a professional 
journalist. We gathered fake news piece by piece from 
the ground up and had it fact-checked again by 
journalists. 

After collecting the dataset, we have preprocessed the 
data which is a crucial phase in data analysis that 
includes a variety of techniques, including data 
transformation, cleaning, and reduction. This phase 
assists in cleaning up the acquired data and making it 
suitable for analysis. We have removed URL links, 
numbers, and punctuation, symbols, emoji’s, entries 

with no value and non-Amharic terms, from the data 
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collection. Following that, we employed tokenization, 
normalization and removal of stop words on the cleaned 
dataset. Stop words are typically deleted during the 
preprocessing stage in many NLP studies. However, 
when n-gram words are considered at the same time, 
some researchers find that stop words have a positive 
effect [13]. Stop words are often used terms that appear 

repeatedly in a text but provide relatively little 
information on their own. Amharic language has its own 
Stop words, we have analyzed whether incorporating 
Amharic stop words affects the model performance or 
not. 

B. Fake news detection 

 
Figure 1: General steps for the Proposed Method. 

We used countvectorizer (count of terms in vector/text), 
term frequency-inverse document frequency (Tf-idf) 
vectorizer, and N-gram (series of N-gram words taken 
from a given text) as feature extraction strategies to 
convert texts to weighted vectors. These text 
representation (lexicon-based) techniques are used for 
extracting the news attributes ’Article’ and ’Headline’. 

For the ‘Headline’ attribute, additional extraction is used 

to find stance features. The stance features extracted 
from ‘headline’ attribute are derived from two 
assumptions. First, if the title of the news is not similar 
to its news article, then there is strong likelihood that the 
news is fake. Second, if the news title is more similar to 
most of fake news headlines in terms of word frequency, 
then there is strong likelihood that the news is fake. So, 
in order to implement these assumptions cosine 
similarity score between the vector (various news 
headlines) and the cosine similarity score between the 
headline and article of the same news were used. For the 
‘Author’ attribute, we generate weight based on our 

proposed assumption which state that ‘people who have 

spread false information are more likely to post fake 
content in the future likewise users who have spread real 
information in the past are more likely to post true news 
in the future’ hence we developed a grading system to 

account for this. The generated score for each author 
shows the stance of each author towards fake news 
topics. If the score is high, then that author has high 
probability of posting fake news in the future. If the 
score is low, then that author has low probability of 
posting fake news in the future. After extracting each 
news attributes and preparing both the lexicon and 
stance features, then we merged the feature vectors in 
order to improve the detection performance. Finally 
training model was built using three classification 
algorithms, namely Decision tree, Logistic regression, 
and Passive Aggressive (PA) and performance is 
evaluated and compared using evaluation performance 
metrics (accuracy, precision, recall and F1 score). Fig.2 
shows the proposed lexicon-stance based features 
extraction techniques. 
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Figure 2: Proposed lexicon-stance based features extraction techniques. 

Lexicon-based features 
The text (data) representation models provide the lexical 
features (coming from known feature extraction 
techniques). We utilized Term Frequency-Inverse 
document frequency and CountVectorizer provided by 
scikit-learn library in Python. CountVectorizer is used 
to convert a collection of text documents to a vector of 
term/token counts while Tf-idf is used to determine 
word importance in a given article in the entire news 
dataset (1). The frequency of the words is rescaled by 
considering how frequently the words occur in all the 
news dataset. We used our dataset to compare these two 
feature extraction techniques and chose the best one for 
our model. The ‘Article’ attribute of the news is 

extracted based on this feature extraction technique and 
directly applied to the merged features without further 
analysis. 

 

                                        

 
We took N-gram of words such as bi-gram and tri-gram 
when the article attribute are extracted in order to grasp 
the semantic part. Fig 3 shows word cloud 
representation of Amharic news article that give greater 
prominence to words that appear more frequently in the 
document.  

 
                            Words appear mostly in real news article       Words appear mostly in fake news article 

Figure 3: Word cloud representation of Amharic news article 

https://uijrt.com/


33 

  
 

 
All rights are reserved by UIJRT.COM.    

United International Journal for Research & Technology 
 

Volume 04, Issue 05, 2023 | Open Access | ISSN: 2582-6832  

Stance-based features 
The major goal of this study is to see how introducing 
stance-based elements affects the prior lexicon analysis. 
We used the ‘author’ and ‘headline’ attributes to 

examine the news’s stance nature. 

Page score: from our proposed hypothesis which state 
that ‘people who have spread false information are more 
likely to post fake content in the future likewise users 
who have spread real information in the past are more 
likely to post true news in the future’ hence we 

developed a grading system to account for this. The 
generated score for each author indicates the average 
stance of each author towards various fake news stories. 
This hypothesis is mathematically modeled using simple 
scoring mechanism: we can assign a probability score to 
each author based solely on the dataset (without any 
outside knowledge of the author) (2). For each author, 

we counted the number of fake news posted by him/her 
and counted the total number of news posted by him/her 
and calculated the probability of fake news posted to 
each author (taking ratio). Because our dataset is well-
balanced, it is fair to use this ratio as the weight for the 
‘author’ attribute. If the score is high, then that author 

has high probability of posting fake news in the future. 
If the score is low, then that author has low probability 
of posting fake news in the future. We verified our 
hypothesis by incorporating the score and observed 
improved fake news detection accuracy. Table 1 shows 
authors with their scores. 

 

 
  Where, 

Fi = Count of fake news author i posted. 
Ri = Count of real news author i posted.  

Table 1: Page scores for sample Authentic News and Fake news 

 
Stance feature: In this instance, the cosine similarity 
score will be crucial. The attribute ‘Headline’ is 

extracted based on feature extraction techniques 
(CountVectorizer and Tf-idf) then further cosine 
similarity is applied between the vectors 
(Between different news headlines and headline-article 
of the same news).  
 
Mathematically, cosine similarity measures the cosine 
of the angle between two vectors projected in a multi-
dimensional space. The cosine similarity is 
advantageous because even if the two similar documents 
are far apart by the Euclidean distance (due to the size 
of the document), chances are they may still be oriented 
closer together. The smaller the angle, higher the cosine 
similarity. If the cosine score is 1, the two vectors are 
similar and if the cosine score is 0, then the two vectors 
are completely different. 
 
Cosine similarity among news headlines: In order to 
grasp the degree of similarity across distinct news, a 

cosine similarity score is produced between the vectors 
of headline Hi and Hj (3). Each headline’s vector 

similarity with others calculated and stored as another 
feature vector (each vector element contain cosine 
similarity score with others news). 
 

 
Where, 
Hi and Hj are the corresponding weighted term vectors 
from headline attribute, 
C is the count of terms in headline statement, and Wik 
of ith is defined as (1). 
 
Cosine similarity between headline and article of the 
same news: We calculated the cosine similarity between 
headline and article of the same news to analyze the 
position of the headline towards the body of the news.  

This feature is actually a column vector and we 
combined with the above stance feature vector. 
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IV. EXPRERIMENTAL SETUP 
A. Datasets 
To acquire the dataset for Amharic false news 
identification, we targeted the most popular and 
mainstream trustworthy news Facebook sites for real 
news and pages that propagate satire and misleading 
context for fake news. Despite the fact that these real 
pages are assumed to give true news, each piece of 
information was fact checked by a professional 
journalist. We gathered fake news piece by piece from 
the ground up and had it fact-checked again by 

journalists. To gather legitimate news, Facepager, a 
Facebook Graph API data scraping application, was 
used. We have collected 3000 news (1500 actual news 
and 1500 fraudulent news) that each have an author (the 
person who wrote the news), a headline (the title of the 
news)(optional), an article (body of the news) and label 
of the news (1 for real news and 0 for fake news). To 
split the dataset to training and testing, we have used 
80/20 (80 percent for the training and 20 percent for 
testing). Table 2 shows the dataset characteristics used 
for this research. 

Table 2: Dataset characteristics 

 
 

B. Preprocessing 
We have removed URL links, numerals, and 
punctuation, as well as entries with no value and non-
Amharic terms, from the data collection. We employed 
normalization (different characters with the same sound 
but written in various ways) and stop word removal after 
cleaning the datasets. Amharic language has its own stop 
words, as an additional for this research, we have 
analyzed whether incorporating Amharic stop words 
affects the model performance or not. 
 

C. Machine learning classifer 
We compute the classification of the labeled dataset 
using a series of machine learning algorithms: logistic 
regression, Decision tree and Passive Aggressive 
classifier. Since we used hand-crafted features, there 

was no need to include a neural network model in the 
comparison since it would only associate weights with 
the features, rather than find new ones. 

V. RESULT AND ANALYSIS 
This section presents the details of each experiment 
result. In order to make the results clear and easy to 
follow, we present each set of experiments with its 
associated research question. 

RQ1. What effect does adding stance-based features 
have on Amharic lexicon-based fake news detection? 
Using our prepared dataset, we first performed an 
experiment with lexicon-based features on a variety of 
supervised learning algorithms, primarily logistic 
regression, Passive Aggressive, and Decision Tree. 
Table 3 shows the result of the experiment. 

Table 3: Received result for lexicon features 

 
 
As we can see from the results on table 5.3, Tf-idf 
Vectorizer outperforms Count Vectorizer in most of the 
performance metrics with taking n-gram parameter for 
the three classifiers algorithms. Taking both Uni and Bi 
gram words at a time has also better performance result 

than taking a uni gram, bi gram or tri-gram words at a 
time. The Passive Aggressive classifier outperforms the 
other on all metrics in lexicon-based features except on 
ROC curve in figure 4 which has equal AUC (area under 
curve) of 0.982 with Logistic regression. The Passive 
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Aggressive classifier has an accuracy of 93.4%, 93% 
recall, 95% precision and 94% f1-score results taking 
Tf-idf and uni-bi gram words feature at a time. Decision 
tree classifier has low performance compared to others 
on all metrics using Tf-idf and uni-bi gram words 
vectorizer. It has an accuracy of 86%, recall of 83%, 
precision of 89% and 86% f1-score. 

Table 4 shows different metrics result for each stance 
features for the three classifiers. As we can see that the 
Page score has better performance on overall metrics 
than the other stance features. 92% of accuracy and F1-
score is found when the Page score as a single feature is 

given to the classifiers and highest recall of 94% using 
Passive aggressive classifier is observed. Looking at the 
precision metrics decision tree gives a better result of 
95%. From the proposed stance features the headline-
article cosine similarity features gives lowest metrics 
result compared to the other stance features. The 
headline-headline cosine similarity feature of different 
news gives better result compared to headline-article 
feature. 87.2% of accuracy using logistic regression, 
91% of recall using passive aggressive, 90% of precision 
using decision tree and 87% of F1-score using logistic 
regression is observed in headline-headline feature.  

 
Figure 4: ROC (Received operating characteristics) curve for three algorithms using lexicon based features only. 

Table 4: Received result for stance features 

 

The proposed hybrid lexicon-stance based feature 
performance metrics result displays in table 5. Received 
result shows that there is an improvement of 
performance from the previous lexicon based approach. 

As we can see that the Passive aggressive classifier gives 
97.5% accuracy (A), 98% of precision (P), 97% of recall 
(R) and 98% of F1-score result using lexicon-stance 
based features. 

Table 5: Received result of lexicon-stance features 
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Looking at the AUC metrics in ROC curve of figure 5, 
the Passive aggressive classifier has got the highest area 
under curve of 0.995 which is better result compared to 

previous lexicon based feature result of 0.982. Overall 
performance is improved in the proposed lexicon-stance 
based feature for the classifiers. 

 
Figure 5: ROC curve of the three algorithms using lexicon-stance based features 

RQ2 Can the generated Page score (based on 
hypothesis) be used to improve Amharic fake news 
detection performance? 

From the previous result we have observed that the 
proposed hypothesis for the author attribute which 
mathematically modeled as equation (2) and given to the 
classifiers as a single feature yields 92% of accuracy. 
The generated score shows good performance result in 
detecting fake news. To see the effect of this single 
feature on lexicon based Amharic fake news detection 
and to answer this research question, we have merged 
the Page score feature with lexicon based feature. Table 

6 shows the performance metrics result of three 
classifiers using combined feature of Page score and 
lexicon feature. It can be observed that there is improved 
performance change in all metrics when including the 
Page score as a feature. 96.6% of accuracy result found 
using logistic regression classifier which shows 
improved performance by 3.6% from the previous 
lexicon based feature. The passive aggressive classifier 
improves the accuracy performance from 93.4% to 96% 
using the merged features. Highest AUC of 0.997 is 
found using merged Lexicon-Page score features on 
passive aggressive classifier compared to the other 
combined features. 

Table 6: Result found using lexicon-Page score 

 
 
RQ3. Does the use of stop words affect the performance 
of Amharic fake news detection? 

In section 3.4 we have seen that there are researches that 
shows incorporating stop words at the preprocessing 
improves the fake news detection performance.  

Amharic has its own stop words and we have done an 
experiment to see the effect of this stop words on the 
Amharic fake news detection performance.  

Table 7 and 8 shows the experimental output when stop 
words are removed and stop words are included 

respectively. As can be seen from the results, there isn’t 

much of a difference between the two.  

However, there is a slight improvement of 0.5% 
accuracy in the passive aggressive algorithm. Since we 
used Tf-idf vectorization for text conversion, many stop 
words were already removed during the preprocessing 
stage, so there was no significant difference in the 
results.  

We tried to figure out which stop words could account 
for some of the performance difference and discovered 

that words like ብለዋል, አይደለም, ገልፀዋል, አስታውቀዋል, 

ግን are the most common. 
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Table 7: Result found for lexicon-stance when stop words are removed. 

 

Table 8: Result found for lexicon-stance when stop words are included. 

 

Finally, we evaluated our system to determine how 
dependent it is on the author attribute by injecting 
untrained authors into the previous testing dataset and 
assigning fake news to pages that primarily post real 
news and real news to pages that primarily post fake 
news. Table 9 shows that the passive aggressive 
classifier has decreased by 2% and the logistic 
regression algorithm has decreased by 0.8%. When 

compared to other algorithms, decision trees have a 
higher reduction in change and are more dependent on 
the author characteristic. However, we must keep in 
mind that real-world datasets are not the same as the one 
we utilized for this experiment. We purposefully 
changed the author or the news for the sole purpose of 
testing. 

Table 9: Received result of our system using untrained author datasets. 

  

VI. CONCLUSIONS 
Fake news is a global problem that is not limited to a 
single language or location, hence various efforts should 
be made to identify and detect it as much as possible. In 
this study, we attempted to detect Amharic fake news 
using content-based approach without using external 
source or knowledge about the news. We propose to 
incorporate important news stance features into a state-
of-the-art text representation lexicon based approach to 
enhance the performance of detection. To accomplish 
our study, we used a newly collected dataset as there has 
been no publicly available resource regarding the area 
that we want to explore and we present a new labeled 
Amharic fake news dataset. The stance features 
extracted from the news attributes are headline to article 
similarity, headline to headline similarity and author 
generated score. To assess the impact of the stance 
features on lexicon based detection, we conducted an 
experiment using models built with three commonly 
used machine learning algorithms: Passive-Aggressive, 
Logistic Regression and Decision tree. The experiment 
compares the performance of the lexicon based 

detection with the hybrid one containing both lexicon 
and stance features. Another experiment was done to see 
the generated Page score effect on lexicon based 
detection and to analyze the performance this single 
feature as individual. Finally, experiment conducted on 
incorporating Amharic stop words effect on the fake 
news detection performance. 

The results show that the hybrid lexicon-stance 
detection improves the performance of lexicon based 
detection up to 4.1% accuracy, 3% precision, 4% recall 
and 4% F1-score using Passive-Aggressive algorithm. 
In addition, the hybrid feature detection improves the 
AUC from 0.982 to 0.995 by reducing the false positive 
rate by 4% and improved the true positive rate by 4.4%. 
Individually each stance features have good 
performance result and we observed that the generated 
Page score has better detection performance of 92% 
accuracy compared to the other two stance features. 
Lastly, integrating Amharic stop words at the 
preprocessing stage has no significance difference on 
the proposed fake news detection performance however 
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there are some Amharic stop words which accounts for 
minor improvement on the detection. 
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